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I. INTRODUCTION 
 Development and advancement in defence domain by researchers and scientists have led to large 

amount of text information in form of research papers, technical reports and other textual documents. It remains 

a tough task for the readers or researchers to find out the relevant information from such a huge information 

repository in textual format. This leads to the implementation of text mining techniques on such repositories. 

Text mining is the process to extract expressive information from an ocean of text data by use of variety of 
techniques. As ‗Defence Scientific Information and Documentation Centre (DESIDOC)‘ is the centralized 

information centre of DRDO, it was facing similar challenges. Therefore, text mining techniques are being 

implemented to enable the users in tracing out the desired information with ease and relevance. As a part of the 

project, a text-assisted defence information extractor has been developed using open source software. The 

extractor helps in identifying subject related keywords or group of keywords from domain-specific document 

collections. Information Extraction is a process of transforming information from unstructured data sources (e.g. 

.pdf, .txt files etc) to structured data. For implementing the application, an open source text mining tool has been 

used which is General Architecture for Text Engineering (GATE). Gate is a portable framework written in java 

for developing and deploying software components that describe how to process human language. 

 

II. COMPONENT OF INFORMATION EXTRACTOR 
 2.1 GAZETTEER

 [1]
 

 A gazetteer is a directory which consists of information about places, people etc. The role of the 

gazetteer is to identify entity names in the text based on lists. For example, ANNIE gazetteer lists, used in 

GATE, are plain text files, with one entry per line. Gazetteer list is a file with a ‗.lst‘ extension that consists of 

one entry at each line. A gazetteer list typically includes named entities (names, institutions, etc.), entity 

components such as prefixes of locations etc. Each list has a major type, minor type and a language. It is 

preferable to specify the major type while creating the list, while specifying the minor type and language is 

optional. We can modify the gazetteer lists and even create new ones. The major and minor types and the entries 

in the lists can also be modified. The newly created list needs to be mentioned with its major and minor type in 

the ‗.def‘ file of the ANNIE‘s gazetteer. The transducer basically uses up the entries in the gazetteer to create 
new annotations.     
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2.2 Sentence splitter 

 A sentence splitter divides a spawn of text into sentences. A question mark and an exclamation mark 

are used to end a sentence. A period succeeded by an upper case letter ends a sentence. There are some 
exceptions such as the abbreviations in which periods are used, but this will not end a sentence. The open source 

ANNIE sentence splitter produces sentences as an outcome of splitting the entire text in the corpus. To run the 

POS (Parts of Speech)-Tagger we need to initially implement the sentence splitter, both collectively are domain 

and application independent. The gazetteer lists are used up by the splitter to differentiate sentence ending full 

stops from abbreviations in the text. It is very essential for the working of the POS Tagger. 

 

2.3 Tokeniser 

 When a stream of text is broken into some basic meaningful elements like phrases, symbols or words, 

so that they become inputs for further processing in text mining, the process is called tokenization and the basic 

elements are called tokens. In general the token is a word but it is very difficult to define what exactly a ―word‖ 

is. There are basically five types of tokens-word, number, symbol (+, =, etc), punctuation marks and finally the 
space and control tokens. The tokenization is based upon a set of rules: that is on the left hand side we have the 

pattern to be matched and on the right hand side we have the actions to be taken up. The different tokeniser 

available is Treebank Tokeniser, S-Expression, ANNIE Tokeniser etc.  

 

2.4 POS Tagger (Parts of Speech Tagger)
 [2]

  

 Tagging refers to the automatic assignment of descriptors to the given tokens. The descriptor is called 

tag. The tag may indicate one of the parts-of-speech, semantic information etc. So tagging is a kind of 

classification. The process of assigning one of the parts of speech to the given word is called Parts Of Speech 

tagging. It is commonly referred to as POS tagging. Parts of speech include nouns, verbs, adverbs, adjectives, 

pronouns, conjunction and their sub-categories. Taggers use several kinds of information such as dictionaries, 

lexicons, rules for identification of token. A modified version of one of the best known Tagger, the Brill Tagger 

is ANNIE‘s POS Tagger. It produces a POS Tag as an annotation on each word or symbol. Default lexicon rule 
set is being used up in which there is alternates lexicons for all upper-case and lower case corpora. For this first 

the tokeniser and splitter must be run. 

 

2.5 Transducer 

 A transducer refers to a technical term in physics or engineering that converts one form of energy into 

another. In the present context, the transducer is one that converts text from one form to another. The task of the 

open source ‗ANNIE Name Entity Transducer‘ is to find terms that suggest entities. The JAPE grammar is a 

very important part of the transducer. We can either use the default jape rules in the main. jape (<GATEhome> / 

plugins/ ANNIE/ resources/ NE/ main. jape) file or we can create new transducers. These hand crafted jape 

grammar rules define the patterns over the annotations. The jape grammar either makes use of the gazetteer or 

will match the word using the ‗Token String‘ method. 

 

 

2.6 JAPE Grammar 

 To support our application we use an agglomeration of pattern rules popularly known as the JAPE 

grammar. The grammar is divided into two segments that is left side and right side. The annotation pattern that 

contains regular expression operators (e.g. +,*) should be present on the left hand side of the rule. The 

statements used to manipulate the annotations and the actions to be taken are specified on the right hand side of 

the rule. Labels are used in the RHS to reference the annotations matched in the LHS.  

 

 
 

Fig 1.Components of Information Extractor 
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Fig 2. Steps to create a new mark-up 

 

III. THE ‘INFORMATION EXTRACTOR’ FOR DESIDOC 
 As mentioned in section 1, DESIDOC has developed an information extractor, using open source 

software GATE, which helps in identifying subject related keywords or group of keywords from domain-

specific document collections. Under this section, the methodology of this development has been explained in 

brief.  

 

3.1Steps in Development of Information Extractor 

 Fig 2 depicts the protocol followed in development of the information extractor tool. Initially after 

starting the gate application, a new corpus is created and saved into a data store. Next, the newly created corpus 

is populated with text documents containing domain specific information. Next, the ANNIE plug-in is loaded to 

activate all its processing resources. A new annotation is formulated by creating a JAPE grammar based on our 

requirements. Now, JAPE grammar is incorporated into the newly created ANNIE transducer. Then, a new list 
is created in the ANNIE Gazetteer using the extension .lst. Next, the list is populated with the information about 

the newly created annotation. The file is listed in the .def file with its major type and minor type. Reinitialize the 

ANNIE Gazetteer so that the list is incorporated in it. Now load ANNIE with default, change the default 

transducer with the newly created one and run it on the corpus. At last for each document in the corpus the 

annotations are visible on the right hand side of the gate GUI.   

 

 Fig 3 presents the output of a domain specific extractor. The above mentioned idea is implemented 

through creating a corpus which contains the document about defence related warfare. The tree like structure on 

the left in the screenshot shows the Gate Application, Language Processing and Processing Resources. The 

central view displays the document from which the specific information is extracted. The right side tree 

structure depicts domain specific mark-ups. The ticked mark-ups highlight the desired keywords in the central 
portion of the screenshot. 
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Fig 3 Launch, Missile, Rocket Mark-up created at right hand side 

                                                      

IV. CONCLUSION AND FUTURE SCOPE 

 In this paper we present a method through which new Annie Transducer and Annotations could be 

created. The text assisted defence information extractor identifies desired keywords from the collection of 

domain specific documents. To improve the efficiency of the text assisted defence information extractor, a GUI 

is under development that will enable users to submit queries and search for desired information in the corpus 

and also a dictionary may be provided using ‗WordNet‘ that will sense parts of speech which were earlier 

unsearchable. 
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